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Abstract. In this work, we present a robust data association method
for solving the SPLAM (Simultaneous Planning Localization and Ma-
pping) problem in complex environments. The use of B-Splines curves
as representation tool is one of the most important contributions. The
problem of data association for SPLAM was initially addressed by com-
paring the control points forming the curves that represent the observed
obstacles at a given moment, to the obstacles stored in the map, co-
rrelating those who are close enough. Then, the curvature of the related
B-spline is obtained to extract characteristic points (inflection points and
corners) contained in the curves. Finally, the matching information was
used to correct the position of the robot and the detected obstacles. We
carried out numerous experiments by using real and simulated informa-
tion in order to validate the processes and algorithms proposed in our
approach. Our method achieves a great precision in the map construc-
tion of complex environments, which is nearly impossible with techniques
that currently exist.

1 Introduction

One of the fundamental challenges in robotics is to obtain robust and efficient
mechanisms to model increasingly complex environments by using mobile robots
or other kinds of robots. Many approaches have dealt with this problem without
great success, since most of these methods try to extract geometric features and
represent their positions on the map [1], or to discretize the space into cells [2]
and then classify each as occupied or empty. These approaches are all limited to
well-structured environments of limited size.

From these limitations, new methods have emerged in the literature that try
to deal with this problem. One recent work uses B-Spline curves as a represen-
tation form for describing complex geometries with obstacles [3]. However, this
new form of representation itself presents a new challenge in identifying similar
environmental characteristics from successive scans and moments, so errors in
the robot odometry can be corrected as the map of the environment is built. The
approach presented by Pedraza et al., solves the problem of the representation
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of complex geometries with obstacles by using a simple method of data associ-
ation. This method involves projecting rays from a laser sensor from observed
objects in the estimated odometry position to the located obstacles contained
in the map, regardless of whether these points are really consistent. While this
is represents a real advance in the field, the method may lead to inconsistencies
in the created map.

In this way, data association is undoubtedly the most critical aspect of the
algorithm for map construction and it is considered by some authors to be the
most difficult problem in this field of robotics. Therefore, the correct association
between the sensed characteristics during an observation and the generated map
features are essential for a consistent map construction, since any false associa-
tion could invalidate the whole process.

The process of data association has received great attention in the robotics
literature in recent years [4], [5] and many solutions have been proposed; How-
ever, most of these approaches are limited to simple features such as lines and
points (preventing their use in complex environments), simple geometries, or
simple curves where the association algorithms are very rudimentary. Although
these techniques are appropriate and allow a full SPLAM in some cases, it is
still necessary to develop and implement new strategies that may be applicable
to more general cases without specific geometries.

In this paper, we present a new data association method for map construction
of complex environments based on B-Spline curves, which are used to represent
the obstacles in the map. Thus, our approach proposes an improvement on cur-
rent methods of data association by fully exploiting the information contained
in the parametric description of arbitrary geometries. With the creation and
validation of an advanced map modeling method such as B-Spline curves, the
properties of this representation (curves, length of curves, inflection points) are
used to obtain a robust data association method applicable to most, if not all,
mapping situations.

2 Data association based on B-Splines

2.1 Data management

When the robot gets a new set of measures of its environment through its per-
ception system, the surrounding world is just a set of points p; € R2 linked to
each other only by the logic provided by the scanning sensor (Figure 1). With
these raw data, the first objective is to clearly identify the object associated with
the measurements grouped into subsets to finally get the B-spline curves that
represent the portions of the detected objects as closely as possible.

The segmentation of the raw data was performed with the adaptive cluster
method proposed by Dietmayer [6] with the goal of obtaining measurements sub-
groups belonging to different objects. Once the subsets or clusters were obtained,
the measurements corresponding to each detected object were approximated us-
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Fig. 1. Measurement points in space p; € R? relative to an origin (the scanning robot)
obtained with a laser scanning process.

ing unclamped B-spline curves of degree 3 as shown in the next equation:

Dy =C(ty) = Y Nip(te)X; for 0 < k < m. (1)
=0

where >~ N,(u)X is the Cox-de-Boor recursion formula to obtain a B-Spline
curve, and the parameter ¢ represents a point on the curve [7].

Although the representation based on B-Splines significantly reduced the
noise caused by the measurement errors of the system; a smoothing of the curve
was performed using a Gaussian filter to ensure that the process did not find false
characteristic points. Then, an evolved version D,, of the curve D was processed:

Do = {x(u,0),y(u, o)} (2)

where
z(u,0) = z(u) ® g(u,0), y(u,o) = y(u) ® g(u, 0) (3)

Here, ® represents the convolution operator and g(u, o) denotes a Gaussian
filter of amplitude o, chosen conveniently and used only to remove the noise.
While the valuable information about the curve was preserved, this selection
process made the value to be very low. Since our proposed method normally
works with open curves, a certain number of proportional points to the double
of the full width at half-maximal (FWHM) of a Gaussian, were symmetrically
offset on both ends of the curve when smoothing.

Finally, in order for the association process to effectively execute, it was
necessary to ensure the invariance in the resolution of the curve. so, each discrete
B-Spline curve was therefore stored taking equidistant points with a distance ¢
between each point:

dist(Y " Np(u)X, Y Ny(u+1)X) e (4)

Thus, a parametric vector containing the B-Spline was obtained. In addition
to the described process, a restriction on the length of the curve was applied;
this due to the fact that too-small objects do not provide sufficient information
and therefore it is not interesting to include them on the map. Also, although
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our method is currently designed for use in static environments, this restriction
allows filtering dynamic elements (people for example) that are not meant to
be included in the map. Once the B-Splines were obtained and chosen, specific
features contained in the curves were identified that were of great importance
in the localization process. Essentially, two types of features were sought in the
curves: inflection points and corners.

The corner type is very common feature representing a sharp point on a curve
that is generally differentiable. On the other hand, the concept of inflection points
in a very general way refers to the point on the curve where this passes from
concave to convex or viceversa.

The process for obtaining both characteristics in the curve is based on the
curvature scale space (CSS) [8] which is used to retrieve invariant geometric
characteristics.

2.2 Search of characteristics in B-Splines curves

The search for particular characteristics in the curves that define objects is
completely based on the curvature of the B-Spline, which is defined as the local
measure that indicates how much a curve has moved away from a straight line.
More formally, the curvature of a point X,, = [z, y.] on the B-Spline is defined
as the amount equal to the inverse of the radius of the osculating circle at the
point (the circle that touches tangentially to the curve in the X,, point), which
means that the smaller is the radius of this circle p largest is the curvature at
this point (1/p). The formula for processing the curvature can be expressed as:

k(u,o) _ ic(u,.a)y(u,a) _ ‘%(uao—)y(uﬂj) (5)
(@(u,0)% — y(u,0)?)/2)
Where, in accordance with the convolution properties, the derivatives of each

element could be easily calculated since the exact forms of the first and second
derivatives of the used Gaussian kernels ¢(u, o) and §(u, o) are known. Thus,

i(u,0) = %(m(u) ®g(u,0)) =z(u) ® §(u,0) (6)
a'é(u,a):%(x(u)®g(u7a)):x(u)®g(u,a) (7>
Y(u,0) = y(u) ® g(u, 0) (8)
gu,0) = y(u) ® §(u, 0) )

Considering the above, the list of curvatures of the B-Spline is obtained by
using the equation 5, i.e., the obtaining of the inflection points in the curve is
carried out simply just searching for a change in the sign between two consecutive
curvatures. Moreover, the searching of corners is based on the work of He et al.,
presented in [9]. Here, the detector is based on local and global properties of the
curvature (Figure 2).

Since our proposed method uses open curves in most cases, we considered
only corners delimited on both sides by inflection points as a safety and certainty
method.
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Fig. 2. Curvature zero crossings (inflections) and corners detection shown with some
example curves to validate the detection and classification processes.

2.3 Data association

In order to understand the proposed approach, this section presents an illus-
trative example, which will be described in each stage of development. Figure
3 shows an example that corresponds to the evolution of the robot exploration
until the instant k + s, where three objects Bo 1, Bo,2 and Bp 3 are detected
(shown in red) in the sensor’s range of vision (circumference in dotted line).
This image highlights the odometric position as an a priori approximation of the
robot’s true position, obtained from the robot’s motion model since errors and
the sensory noise will lead the robot to a different real position and not to the
expected one. For this reason, the objects Bo. 1, Bo,2 and Bp 3 appear displaced
and do not overlap exactly with the objects to which they belong.

Fig. 3. The robot at the odometric position gi4s with three obstacles detected within
its detection range.

17  Research in Computing Science (81) 2014



A. Toriz P., A. Sanchez L., R. Gonzalez V., B. Bernabe L.

The B-Splines association will consider initially only the points of the con-
trol polygon that generated the curves. In this step, the distances between the
points of the control polygons of the all objects (those contained in the Local
Safe Region (see [10] for more details about the exploration method) and those
observed in the position gxts) are obtained by associating the observed curves
with the reference curves using the following criteria.
t=1,...,Nm

min(dist(XLsR,i,Xo,j)) S dmin, .

] = 1,...,’00 (10)

Where Xo,; and Xpsr,; are the control points of the observed splines and
the splines in the current LSR respectively, dist(Xrsr,i, Xo,j) represents the
Euclidean distance between two points, and n,,, and ng are the number of control
points of the splines in the map and of the observed splines, respectively. At the
end of this first stage, the splines with a minimum number fi,,,;,, of related control
points will be associated.

In Figure 4, the curves (Brsr,1,Bo,2) and (Brsgr.2, Bo,s) have been associ-
ated, since they have 5 and 7 related points of their control polygon respectively,
which are obtained with equation 10.

Fig. 4. Rough association computed with the control points of the curves.

If the curves are related at this point, the next step is to perform a fine asso-
ciation; for which, corners and inflection points contained in the related curves
will be searched. If successful, the items found will be used for performing an
accurate association between each pair of curves (Brsg,i, Bo,j). The informa-
tion about the type of characteristic and the curvature at that point will be used
to avoid errors in this association step (Figure 5). If in some related curves no
associated elements were found (lines or curves too smooth, for example), the
fine association process will be executed to finding the closest points to the ends
of the related curves as the authors proposed in [3].

Once all the elements are related, a search of the initial and final points of
the related curves is performed. Taking the inflection points or the more extreme
corners as starting points contained in both related curves, one can use some
continuous points on the parametric curve to its end. The number of considered
points is the maximum number of elements that can be taken in the curve
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Fig. 5. Association of the inflection points between the curves and the corners of the

local safe region and the observed curves. Green circles represent inflection points while
diamonds represent corners.

segment of the smaller length of the two related points from the most extreme
characteristic point toward the ends of the curve. This can be seen in detail in
the related curves (Brgr,2, Bo,s) in Figure 6. Here, one can note that the initial
point, represented by the blue circle, was taken by choosing six elements of the
parametric curve (they are showed in blue dashed line) from the inflection point,
represented by the green circle, to the end of the curve. The length of the curve
segment Bo 3 from the beginning of the curve to the inflection point, it is larger
than the curve segment Brspr,2 from the beginning of the curve to the inflection
point and therefore the elements of the curve segment with shorter length will
surely be contained in the another curve segment of greater length.

Fig. 6. Example of how the initial and the end point of the related curve segments are
found.

The same process is performed at the end of the curve, where 15 points
of the parametric curve were taken from the corner, represented with green
diamond. The curve segment of smaller length from the corner at the end of the
curve belonging to By gr 2contains only 15 points. Finally, when the association
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process ended, the related curves will have an appearance similar to those shown
in Figure 7.

Fig. 7. The curve segments related to the described process of data association. Blue
circles represent the ends of related curves, while green circles and green diamonds
represent inflection points and the corners of the curve respectively.

3 Experimental results

Although the data association is a general problem that is applicable to any
SPLAM algorithm, in this section we decided to implement our proposal by
using the Extended Kalman Filter for SPLAM. This was done in order to make
a comparison of our proposal with the proposal submitted by Pedraza et al. [3],
since this is one of the few works that has grappled with the problem of complex
environment representation using the same description of obstacles used in this
work, though with a different approach to data association for our work. We have
conducted numerous experiments with both real and simulated data in order
to verify and validate the approach proposed in this work. The data obtained
with simulation experiments have allowed the verification of the accuracy and
consistency properties of the algorithm by comparisons with other existing and
validated algorithms. Additionally, experiments with different data from real
environments were used to verify the applicability and effectiveness of these
techniques.

A simulated robot and the real Pioneer P3DX robot equipped with front and
rear bumper arrays, a ring of eight forward ultrasonic transducer sensors (range-
finding sonar) and a Hokuyo URG-04Lx laser range finder (with a detection range
from 0.02 to 4 meters with a standard deviation (o) of 1%, an angular resolution
of 0.36 degrees and a scan angle of 240 degrees) were used in the experiments.
The ultrasonic transducer sensors were used to obtain environmental information
in the 120 degree range, since the laser range finder cannot see at this angle. The
LIRMM laboratory environment was used in the experimental and simulation
tests (the environment had several corridors), see Figure 8.
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The data association strategy developed in this work and any other solution
proposed in this field could be validated using a computational performance
criterion, map quality and consistency of the algorithms. However, unlike the
methods whose environment representation is based on specific geometries and
where much of the information acquired by the sensors is wasted, our approach
exploits the maximum amount of possible information provided by the sensors
avoiding dangerous simplifications.

Fig. 8. The LIRMM environment.

Although the environment used in our experiments does not represent a
serious challenge to the traditional algorithms, the use of a data association
method based on B-Spline curves allows linking segments of continuous data,
without the need for segmentation of information into smaller pieces. From the
above, we find that the data association algorithm based on B-Splines, extends
the capabilities of the SPLAM algorithms to more general situations. Figure
9 shows the results of SPLAM experiments we have developed as part of our
research.

Fig. 9. Accuracy and consistency experiments for the EKF-SPLAM based on the data
association approach proposed in this work.
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Figure 9 shows the real trajectory of the robot (blue solid line), the odometric
trajectory (green dotted line) and the trajectory obtained by the EKF-SPLAM
method (dotted red line). On the other hand, when there is certainty about the
real trajectory of the robot (as in the simulations) is possible to perform some
checks to give an idea of the quality of the algorithms from the point of view of
consistency. For this reason, it has been possible to include in the representation
of the odometric error in X, Y and 6 on the right part of the figure (blue line),
as well as the localization errors (red dotted line). From the data obtained with
our approach and taking as reference the errors shown by the SPLAM method
presented by Pedraza et al. [3], we conclude that the proposed method of data
association notably improve the quality of the map and the errors as shown in
Figure 10.
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Fig. 10. Errors obtained with SPLAM strategies, for the simple data association [3]
and for the proposed data association in this work.

Finally, in this section we present experiments with real data in real envi-
ronments to validate the results presented in the simulation step. In all tests,
the maps were obtained by considering only the odometric information reported
by the robot and the maps obtained after applying our SPLAM implementa-
tion with our proposed data association. Figure 11 shows the real environment.
The map obtained with our SPLAM strategy is shown in Figure 12a, while the
odometric map obtained using only odometry information is shown in Figure
12b.

Fig. 11. The real environment used for the tests.

Considering that our approach has been proposed to build maps of complex
environments, another experiment was performed using the real environment
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Fig.12. a) Map built with the proposed SPLAM strategy. b) Map built with only
odometry information.

shown in Figure 13. In this example, we can see that the construction of the
map would be impossible using a conventional method based on lines and points.
Figure 14 shows the map obtained with our approach.

Fig.13. LIRMM environment with objects.

4 Conclusions

We have proposed a method for data association based on the curvatures analysis
of the related B-Splines curves, for solving the SPLAM (Simultaneous Planning
Localization and Mapping) problem in complex environments. Here, we use the
techniques of digital images CSS [8], used in the pattern recognition field, inflec-
tion points and corners extraction among others. This association mechanism
not only established a robust correspondence between the observations made by
the robot and the objects contained in the map, but it facilitated parametric
correspondence between each pair of associated representative elements.

After testing the proposed method in both simulated and real complex envi-
ronments, and comparing the performance of the system to standard algorithms
like EKF_SPLAM, we conclude that this functionality was well demonstrated
and supports the strength of this new approach to this family of mapping prob-
lems.

23  Research in Computing Science (81) 2014



A. Toriz P., A. Sanchez L., R. Gonzalez V., B. Bernabe L.

Fig. 14. Final map of the complex environment.
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Abstract The aim of this work is to explain how to apply perceptual
criteria in order to define a perceptual forward and inverse quantizer.
We present its application to the Hi-SET coder. Our approach consists
in quantizing wavelet transform coefficients using some of the human
visual system behavior properties. Taking in to account that noise is
fatal to image compression performance, because it can be both annoying
for the observer and consumes excessive bandwidth when the imagery is
transmitted. Perceptual quantization reduces unperceivable details and
thus improve both visual impression and transmission properties. The
comparison between JPEG2000 coder and the combination of Hi-SET
with the proposed perceptual quantizer (xSET) shows that the latter
is not favorable in PSNR than the former, but the recovered image is
more compressed (less bit-rate) at the same or even better visual quality
measured with well-know image quality metrics, such as MSSIM, UQI
or VIF, for instance.

Keywords: Human Visual System, Contrast Sensitivity Function, Per-
ceived Images, Wavelet Transform, Peak Signal-to-Noise Ratio, No-Reference
Image Quality Assessment, JPEG2000.

1 Introduction

Digital image compression has been a research topic for many years and a number
of image compression standards has been created for different applications. The
JPEG2000 is intended to provide rate-distortion and subjective image quality
performance superior to existing standards, as well as to supply functionality [1].
However, JPEG2000 does not provide the most relevant characteristics of the
human visual system, since for removing information in order to compress the
image mainly information theory criteria are applied. This information removal
introduces artifacts to the image that are visible at high compression rates,
because of many pixels with high perceptual significance have been discarded.
Hence, it is necessary an advanced model that removes information according
to perceptual criteria, preserving the pixels with high perceptual relevance re-
gardless of the numerical information. The Chromatic Induction Wavelet Model
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presents some perceptual concepts that can be suitable for it. Both CBPF and
JPEG2000 use wavelet transform. CBPF uses it in order to generate an ap-
proximation to how every pixel is perceived from a certain distance taking into
account the value of its neighboring pixels. By contrast, JPEG2000 applies a per-
ceptual criteria for all coefficients in a certain spatial frequency independently of
the values of its surrounding ones. In other words, JPEG2000 performs a global
transformation of wavelet coefficients, while CBPF performs a local one.

CBPF attenuates the details that the human visual system is not able to
perceive, enhances those that are perceptually relevant and produces an approx-
imation of the image that the brain visual cortex perceives. At long distances
the lack of information does not produce the well-known compression artifacts,
rather it is presented as a softened version, where the details with high perceptual
value remain (for example, some edges).

2 JPEG2000 Global Visual Frequency Weighting

In JPEG2000, only one set of weights is chosen and applied to wavelet coeffi-
cients according to a particular viewing condition (100, 200 or 400 dpi’s) with
fixed visual weighting[l, Annex J.8]. This viewing condition may be truncated
depending on the stages of embedding, in other words at low bit rates, the qual-
ity of the compressed image is poor and the detailed features of the image are
not available since at a relatively large distance the low frequencies are percep-
tually more important. The table 1 specifies a set of weights which was designed
for the luminance component based on the CSF value at the mid-frequency of
each spatial frequency. The viewing distance is supposed to be 4000 pixels, cor-
responding to 10 inches for 400 dpi print or display. The weight for LL is not
included in the table, because it is always 1. Levels 1, 2, ... , 5 denote the spatial
frequency levels in low to high frequency order with three spatial orientations,
horizontal, vertical and diagonal.

Table 1. Recommended JPEG2000 frequency (s) weighting for 400 dpi’s (s = 1 is the
lowest frequency wavelet plane).

slhorizontal wvertical diagonal
1 1 1 1

2 1 1 0.731 668
310.564 344 0.564 344 0.285 968
4
5

0.179 609 0.179 609 0.043 903
0.014 774 0.014 774 0.000 573
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3 Perceptual Forward Quantization

3.1 Methodology

Quantization is the only cause that introduces distortion into a compression
process. Since each transform sample at the perceptual image Z, is mapped
independently to a corresponding step size either A or A, thus Z, is associ-
ated with a specific interval on the real line. Then, the perceptually quantized
coefficients Q, from a known viewing distance d, are calculated as follows:

Q=% 3 simon MO | 2] "

s=1o=uv,h,d

Unlike the classical techniques of Visual Frequency Weighting (VFW) on
JPEG2000, which apply one CSF weight per sub-band [1, Annex J.8], Percep-
tual Quantization using CBPF (pSQ) applies one CSF weight per coefficient
over all wavelet planes ws ,. In this section we only explain Forward Perceptual
Quantization using CBPF (F-pSQ). Thus, Equation 1 introduces the perceptual
criteria of Perceptual Images to each quantized coefficient of Equation of Dead-
zone Scalar Quantizer. A normalized quantization step size A = 1/128 is used,
namely the range between the minimal and maximal values at Z,, is divided into
128 intervals. Finally, the perceptually quantized coefficients are entropy coded,
before forming the output code stream or bitstream.

3.2 Experimental Results applied to JPEG2000

The Perceptual quantizer F-pSQ in JPEG2000 is tested on all the color images
of the Miscellaneous volume of the University of Southern California Image Data
Base[2]. The data sets are eight 256 x 256 pixel images and eight 512 x 512 pixel
images, but only visual results of the well-known images Lena, F-16 and Baboon
are depicted, which are 24-bit color images and 512x512 of resolution. The CBPF
model is performed for a 19 inch monitor with 1280 pixels of horizontal resolution
at 50 centimeters of viewing distance. The software used to obtain a JPEG2000
compression for the experiment is JJ2000[3]. Figure 1(a) shows the assessment
results of the average performance of color image compression for each bit-plane
using a Dead-zone Uniform Scalar Quantizer (SQ, function with heavy dots),
and it also depicts the results obtained when applying F-pSQ(function with
heavy stars). Using CBPF as a method of forward quantization, achieves better
compression ratios than SQ with the same threshold, obtaining better results
at the highest bit-planes, since CBPF reduces unperceivable features. Figure
1(b) shows the contribution of F-pSQ in the JPEG2000 compression ratio, for
example, at the eighth bit-plane, CBPF reduces 1.2423 bits per pixel than the bit
rate obtained by SQ, namely in a 512 x 512 pixel color image, CBPF estimates
that 39.75KB of information is perceptually irrelevant at 50 centimeters.
Figure 2 depicts examples of recovered images compressed at 0.9 bits per
pixel by means of JPEG2000 (a) without and (b) with F-pSQ. Also these figures
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Figure 1. (a)JPEG2000 Compression ratio (bpp) as a function of Bit-plane. Function
with heavy dots shows JPEG2000 only quantized by the dead-zone uniform scalar
manner. While function with heavy stars shows JPEG2000 perceptually pre-quantized
by F-pSQ. (b)The bit-rate decrease by each Bit-plane after applying F-pSQ on the
JPEG2000 compression.

show that the perceptual quality of images forward quantized by pSQ is better
than the objective one. Also, figure 3 shows examples of recovered images of
Baboon compressed at 0.59, and 0.45 bits per pixel by means of JPEG2000 (a)
without and (b) with F-pSQ. In Fig. 3(a) PSNR=26.18 dB and in Fig. 3(b)
PSNR=26.15 dB but a perceptual metrics like WSNR [4], for example, assesses
that it is equal to 34.08 dB. Therefore, the recovered image Forward quantized
by pSQ is perceptually better than the one only quantized by a SQ. Since the
latter produces more compression artifacts, the pSQ result at 0.45 bpp (Fig.
3(b)) contains less artifacts than SQ at 0.59 bpp. For example the Baboon’s eye
is softer and better defined using F-pSQ and it additionally saves 4.48 KB of
information.

4 Perceptual Inverse Quantization

The proposed Perceptual Quantization is a generalized method, which can be
applied to wavelet-transform-based image compression algorithms such as EZW,
SPIHT, SPECK or JPEG2000. In this work, we introduce both forward (F-
pSQ) and inverse perceptual quantization (I-pSQ) into the Hi-SET coder. This
process is shown in the green blocks of Fig. 4. An advantage of introducing pSQ
is to maintain the embedded features not only of Hi-SET algorithm but also of
any wavelet-based image coder. Thus, we call CBPF Perceptual Quantization +
H+SET = cH4+SET or xSET.

Both JPEG2000 and xSET choose their VFWs according to a final viewing
condition. When JPEG2000 modifies the quantization step size with a certain
visual weight, it needs to explicitly specify the quantizer, which is not very
suitable for embedded coding. While xSET neither needs to store the visual
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(b) JPEG2000-F-pSQ PSNR=27.57 dB.

Figure 2. Examples of recovered images of Lenna compressed at 0.9 bpp.

weights nor to necessarily specify a quantizer in order to keep its embedded
coding properties.

The main challenge underlies in to recover not only a good approximation
of coefficients @ but also the visual weight a(v,r)(Eq. 1) that weighted them.
A recovered approximation O with a certain distortion A is decoded from the
bitstream by the entropy decoding process. The VEWs were not encoded during
the entropy encoding process, since it would increase the amount of stored data.
A possible solution is to embed these weights a(v,r) into Q. Thus, our goal is
to recover the a(v,r) weights only using the information from the bitstream,
namely from the Forward quantized coefficients 0.

Therefore, our hypothesis is that an approximation a(v,r) of a(v,r) can
be recovered applying CBPF to @, with the same viewing conditions used in Z.
That is, (v, r) is the recovered e-CSF. Thus, the perceptual inverse quantizer or
the recovered a(v,r) introduces perceptual criteria to Inverse Scalar Quantizer
and is given by:
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For the sake of showing that the encoded VFWs are approximately equal to
the decoded ones, that is a(v,r) ~ a(v,r), we perform two experiments.
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(b) JPEG2000-F-pSQ compressed at 0.45 bpp.

Figure 3. Examples of recovered images of Baboon.

Figure 4. The xSET image compression algorithm. Green blocks are the F-pSQ and
I-pSQ procedures.
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Experiment 1: Histogram of a(v,r) and a(v,r). The process of this short ex-
periment is shown by Figure 5. Figure 5(a) depicts the process for obtaining
losslessy both Encoded and Decoded visual weights for the 512 x 512 Lena
image, channel Y at 10 meters. While Figures 5(b) and 5(c) shows the fre-
quency histograms of a(v,r) and @(v,r), respectively. In both graphs, the
horizontal axis represents the sort of VE'W variations, whereas the verti-
cal axis represents the number of repetitions in that particular VFW. The
distribution in both histograms is similar and they have the same shape.

Experiment 2: Correlation analysis between a(v,r) and a(v,r). We employ
the process shown in Fig. 5(a) for all the images of the CMU, CSIQ, and
IVC Image Databases. In order to obtain a(v,r), we measure the lineal
correlation between the original (v, r) applied during the F-pSQ process and
the recovered a(v,r). Table 2 shows that there is a high similarity between
the applied VEW and the recovered one, since their correlation is 0.9849, for
gray-scale images, and 0.9840, for color images.

In this section, we only expose the results for the CMU image database.
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Figure 5. (a) Graphical representation of a whole process of compression and decom-
pression. Histograms of (b) a(v,r) and (c¢) a(v,r) visual frequency weights for the
512 x 512 image Lenna, channel Y at 10 meters.

Table 2. Correlation between a(v,r) and a(v,r) across CMU, CSIQ, and IVC Image
Databases.

Image 8 bpp |24 bpp
Database|gray-scale| color
CMU 0.9840 |0.9857
CSIQ 0.9857 ]0.9851
IvC 0.9840 |0.9840

[Overall | 0.9849 [0.9844]

Fig. 6 depicts the PSNR difference (dB) of each color image of the CMU
database, that is, the gain in dB of image quality after applying a(v,r) at
d = 2000 centimeters to the @ images. On average, this gain is about 15 dB.
Visual examples of these results are shown by Fig. 7, where the right images
are the original images, central images are perceptual quantized images after
applying a(v,r) and left images are recovered images after applying a(v,r).

After applying a(v,r), a visual inspection of these sixteen recovered im-
ages show a perceptually lossless quality. We perform the same experiment
experiment for gray-scale and color images with d = 20, 40, 60, 80, 100,
200, 400, 800, 1000 and 2000 centimeters, in addition to test their objective
and subjective image quality by means of the PSNR and MSSIM metrics,
respectively.

In Figs. 8 and 9, green functions denoted as F-pSQ are the quality metrics
of perceptual quantized images after applying «(v,r), while blue functions
denoted as I-pSQ are the quality metrics of recovered images after applying
a(v,r). Thus, either for gray-scale or color images, both PSNR and MSSIM
estimations of the quantized image Q decrease regarding d, the longer d the
greater the image quality decline. When the image decoder recovers Q and
it is perceptually inverse quantized, the quality barely varies and is close to
perceptually lossless, no matter the distance.
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Figure 6. PSNR difference between 6) image after applying «a(v,r) and recovered 7
after applying a@(v,r) for every color image of the CMU database.

5 Conclusions

In this work, we defined both forward (F-pSQ) and inverse (I-pSQ) perceptual
quantizer using CBPF. We incorporated it to Hi-SET, testing a perceptual im-
age compression system YSET. In order to measure the effectiveness of the per-
ceptual quantization, a performance analysis is done using thirteen assessments
such as PSNR, MSSIM, VIF, WSNR or N'RPSNR, for instance, which measured
the image quality between reconstructed and original images. The experimen-
tal results show that the solely usage of the Forward Perceptual Quantization
improves the JPEG2000 compression and image perceptual quality. In addition,
when both Forward and Inverse Quantization are applied into H-SET, it signi-
ficatively improves the results regarding the JPEG2000 compression.
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Figure 8. PSNR and MSSIM assessments of compression of Gray-scale Images (Y
Channel) of the CMU image database. Green functions denoted as F-pSQ are the qual-
ity metrics of forward perceptual quantized images after applying a(v,r), while blue
functions denoted as I-pSQ are the quality metrics of recovered images after applying
a(v,r).
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Figure 9. PSNR and MSSIM assessments of compression of Color Images of the CMU
image database. Green functions denoted as F-pSQ are the quality metrics of forward
perceptual quantized images after applying «(v,r), while blue functions denoted as
I-pSQ are the quality metrics of recovered images after applying a(v,r).
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